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Abstract

Introduction. The current need to obtain relevant, complete and reliable information about airborne objects
has led to the continuous improvement of modern radar recognition systems (MRRS) as part of control sys-
tems. The development of modern MRRS has created objective prerequisites for the use of progressive and
new methods and algorithms for the processing of signals using neural networks. The use of artificial neural
networks with learning ability permits expansion to include many signs of recognition by using information ob-
tained in the process of monitoring airspace.

Aim. To formulate the problem and develop proposals for the use of posterior information for airspace control
in radar recognition systems using neural network technologies.

Materials and methods. Based on an analysis of the structure of a unified information network, an approach
was formulated to facilitate the development of MRRS based on training technologies. Using the synthesis
method, examples of technical solutions were proposed, which will allow the use of modern methods and sig-
nal processing algorithms using a posteriori information generated by the control system.

Results. The study identified the principles of neural network training in solving the recognition problem in the
process of functioning of radio electronic equipment (REE). The technical solutions pro-posed take the function-
ing of the integrated radar system into account, allowing the information parameters required for training
MRRS in a single information field to be obtained. It is shown that the removal of restrictions associated with
the functional autonomy of REE, allows the use of posterior information in the implementation of radar recog-
nition systems. This also allows for an increase in the number of recognition signs used in the algorithms and
for the database of portraits to be replenished.

Conclusion. MRRS can be developed via training by removing the restrictions associated with the autonomous
functioning of RES. This allows for the situational assessment to be enhanced and management decisions to be
optimised.
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AHHOTauuA

BBepeHume. CyllecTBytoLLas B HacTosiLLiee BpeMs HeO6XO0AVMMOCTb MOAYyYeHUA akTyasbHOM, MOAHOM 1 AOCTO-
BEPHOM MHGOPMaLMM O BO3AYLLUHbIX 06beKTax ornpejenserT NOCTOAHHOe COBepLUeHCTBOBaHNE COBPEMEHHbIX
CUCTEM pajmonoKaumMoHHOro pacnosHasaHusa (CPJIP), Bxoaalwmx B coCTaB CUCTeM yrnpasnieHus. Passutne co-
BpeMeHHbIx CPJIP co3gaeT 06bekTBHble MPeAnocbIKA A1 NCNOb30BaHWA NPOrpeccUBHbBIX N paspaboTku
HOBbIX METOJ0B U anroputMOB 0BPaAbOTKM CUFHANOB C MOMOLLBIO HelpOHHbIX ceTeld. [puMeHeHne mnckyc-
CTBEHHbIX HElipOHHbIX ceTel, 06aajatoLLMX CBOMCTBOM 06y4aeMOoCTH, MO3BONSET PaclUMPUTL MHOXECTBO Npu-
3HaKOB Pacrno3HaBaHWS 3a CYeT MUCMO/b30BaHNS MOJIyYeHHOWM B NMpoLecce KOHTPOS BO3AYLUHOrO NPOCTpaH-
cTBa MHOpPMaLN.

Lenb pa6oTbl. DopMynMpoBKa 3agauyn 1 pa3paboTka npesoXeHnin No NCNoab30BaHMIO0 anoCTepPUOPHON NH-
dopmMaumm Ana KOHTPONSA BO3AYLLHOrO MPOCTPaAHCTBa B CUCTEMAX PafMONOKALMOHHOMO pacno3HaBaHUs npu
NpYMeHEeHNN HelpoceTeBbIX TEXHONOM M.

MaTepunanbl 1 MeToAbl. Ha 0CHOBe aHann3a CTpYKTypbl e AMHOM0 MHGOPMAaLIMOHHOr0 NPOCTPaHCcTBa chopmynu-
poBaH NoaxoA K passuTuio CPJIP Ha ocHOBe 0by4varoLmx TexHonormin. C npMMeHeHemM MeToAa CUHTe3a npes-
NIOXeHbl MpUMepbl TEXHUYECKNX PeLLleHN, NO3BONAOLLME NCMOMb30BaTb COBPEMEHHbIE MeTOAbl 1 aNropUTMbl
06paboTKN CMrHANOB Ha OCHOBE anoCTePMOPHON NHbopMaLK, GopMUPYEMOL CUCTEMON YNpaBAeHNs.
PesynbTaTtbl. COOPMYNMPOBaHbLI MPUHLMUMBLI 06YYEeHNS HENPOHHOM CeTU MpU peLleHn 3ajadn pacno3HaBa-
HVA B npouecce GyHKUMOHNPOBAHUSA Pajno31ekTPoHHbIX cpeacte (PIC). MNpeanoxeHbl TexHUYeckme pelue-
HWS, y4nTbIBarOLLMe GYHKLUMOHNPOBaHWE NHTEMPUPOBAHHON PaANONOKALIMOHHOW CUCTEMBI 1 MO3BONAOLWME B
e/IMHOM NHPOPMALIMOHHOM MoJie nonyyaTtb Tpebyemble gnsa obydeHua CPJIP nHGopMaLmoHHbIe napamMeTpbl.
MokasaHo, UTO CHATME OrpaHNYEeHN, CBA3AHHbIX C aBTOHOMHOCTbI QYHKLMOHMPOBaHUSA P3C, no3BonseT mnc-
Nnofb30BaTb anoCTePUOPHYD MHPOPMALMIO NpW peannsaummn CUCTeEM PajMNOIOKaLMOHHOMO pPacrno3HaBaHMS.
3T10T daKT faeT BO3MOXHOCTb YBEINUYNTL KOIMYECTBO MCMOAb3YeMbIX B aAropmtMax npmsHakos pacrnosHasa-
HWSA 1 MOMOMHUTL 6a3bl MOPTPETOB.

3akntoueHue. CPJIP moxeT pasBMBaTbCA NOCPEACTBOM OOYUEHMS 3@ CHET CHATUA OrpaHNYeHN, CBA3aHHbIX C
aBTOHOMHOCTbH GYHKUMOHMPOBaHMA PIC. 3TO MO3BOASET MOBLICUTL afeKBAaTHOCTb OLEeHKN OB6CTaHOBKU U
ONTUMM3NPOBATL NPUHUMAaEMbIe yIpaBneH4eckne peLleHuns.

KnioueBble C/IOBa: Pajvo0KaLMOHHOE pacrno3HaBaHue, anoctepropHas nHbopmaLms, HeipoceTs, 06yye-
HVe, PaAVONOKaLMOHHOE CPEeACTBO, MHGOPMALMOHHOE NMPOCTPAHCTBO

Ana unTrnpoBaHms: /Icnonb30BaHVe anocTepropHON HGOPMAaLMM NPV peanin3aumy CUCTEM PaaVONOKaLMOHHOTO
pacrno3HaBaHus C MPYMeHeHeM HepoceTeBbIx TexHonorui / . ®. beckoctsiid, C. T'. Boposukos, HO. B. fictpebos, U. A. Co-
30HTOB // 13B. By30B Poccuu. PagnoanektpoHumka. 2019. T. 22, Ne 5. C. 52-60. doi: 10.32603/1993-8985-2019-22-5-52-60

KOHq)nI/IKT NHTepecoB. ABTOpr 3aABNS0T 06 OoTCYyTCTBUN KOHq)fII/IKTa MHTEpPEeCoB.

Cratbsa noctynuna B pegakumto 01.07.2019; npuHATa K Nybamkaumm nocse peueHsnpoBaHus 16.09.2019;
onybnvkoBaHa oHnalriH 29.11.2019

Introduction. The contemporary importance of  order to develop solutions (control actions) in CS,
control systems (CS), which have both civil and mili-  reliable and maximally complete initial data are re-
tary applications, is constantly growing. However, in  quired.
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One of the main directions of the creation and
improvement of aerospace defence (ASD) systems in
accordance with the ASD concept of the Russian
Federation [1] is the full-scale deployment of a Fed-
eral Air Surveillance and Control System (FAS &
CS) and the formation of a common information
space (CIS) on the state of the aerospace environ-
ment. The elements of the technical component of
the FAS & CS are radar facilities (in the general case,
radioelectronic equipment (REE)), which form the
initial input data for decision-making.

Nowadays, the recognition of airborne objects is
of great interest because it provides greater com-
pleteness of radar information about real situations
and, as a consequence, the optimisation and im-
provement of the adequacy of the solutions formed at
the control points of different degrees of hierarchy.

In this regard, there is a present trend to include
data on the inclusion of the radar target in one or an-
other class (type) of information provided to users by
radars. This information component is formed by the
radar recognition system, forming part of the radar,
based on the information parameters of the signals
received during the airspace survey.

The recognition process is based on the identifi-
cation of certain signs contained in the received sig-
nals (in general, the presence of a sign is a sufficient
condition for an object to belong to a certain class).

The dictionaries of signs formed during the con-
struction of radar recognition systems (RRSs) from
the attribute space are apriori information for a par-
ticular REE. It is created by modelling and conduct-
ing experimental studies [2-4].

The aposteriori information obtained as a result
of the functioning of the control system, including
REE with an RRS, despite the presence of a fairly
widely represented mathematical apparatus [4-6], is
currently used mainly to provide consumers and
evaluate the performance of recognition algorithms.

At the same time, due to the need for up-to-date,
complete and reliable information on aerial objects
for air space control and adequate measures, it is
possible to apply neural network technologies that
use aposteriori information generated by the CS, in-
cluding REE and RRS, including for providing the
algorithms of recognition of initial data and for cor-
recting the primary and secondary signal processing
algorithms.

Methods. Formally, radar recognition (RR)
comprises the task of assigning a detected object to
one of the elements of a set {A}, representing the

alphabet of classes; when limiting the total costs al-
located to the creation of all devices that solve the
RR problem, this is reduced to finding the extremum
of the functional [2]

E[t, St Xit, Hits Hg, ZIB],

where E[...] — the selected criterion for assessing
effectiveness; t — the number of resources involved in
solving the recognition problem; S,; — the set of types

of radar signals; X, — the set of descriptions of signs;
H,; — the set of rules for making decisions about the
class of the radar target; Hg — the set of rules for us-
ing data about the class of an object; B = {bj} — the

set of objects of various types; Z — the set of parame-
ters of objects that can be obtained by the radar.

Due to the peculiarities of the technical imple-
mentation of the applied methods, various algorithms
are implemented when solving the recognition prob-
lem; these in turn are based on the use of defined
characteristics.

Presenting the recognition algorithm for infor-
mation portraits as an abstract functional system con-
sisting of an alphabet of classes, a dictionary of at-
tributes and a set R of rules (algorithms) for deciding
whether an object belongs to a particular class, it is
possible to obtain the dependence of the recognition
problem on the implemented algorithm:

E[t, Sn, R, {ZIB}].

The process of developing an RRS can be repre-
sented as a process of modifying the recognition al-
gorithm(s), if the set of types of radar signals S : is

constant:

E[t, Sp. R, {ZIB}]|Q <
<E[t, Su, Ry, {21B1]Qu, (1)

where R; and R, are the set of recognition algorithms
implemented by REE before and after training, respec-
tively,[Rj <R, Ry =R, Ry =Ry, Ry =A(Ry) |} @
and Q, are the set of conditions under which the
implementing recognition algorithms of REE are func-
tioning. At that, Q; = Q, Q, = Q, where Q is the set

of possible conditions for the functioning of the REE.
The fulfilment of condition (1) is based on the

ability of the system to learn [3]; that is, to change its

parameters and (or) structure depending on experi-
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mental data. A finite set of such data is called a train-
ing set. Training is a set of rules for using object
class data Hg and feature descriptions Xj;.

Radar recognition signs are distinguished accord-
ing to their physical nature [4]. The fundamental dif-
ference between the trained classifiers is that the
boundaries between the classes of images (portraits)
are determined not directly by calculating the corre-
sponding coefficients in the separating functions, but
rather iteratively.

For the considered class of classifiers, artificial
neural networks (ANN) [7-10] are typically em-
ployed for which a learning capability is a natural
and inalienable feature. The application of ANNSs
gives good results even when using a single recogni-
tion sign [11-13]. However, the use of a combination
of features in an RRS currently causes certain difficul-
ties associated not only with the complication of the
equipment of the main REE reception path, but also
with the presence of apriori uncertainty when using
individual features. The elimination of apriori uncer-
tainty [14] is achieved by integration and training.

For training a neural-like system, a database
(DB) of training examples is needed. The more com-
prehensive the DB and the more accurately the ex-
amples correspond to the operating modes of the sys-
tem, the more effective the subsequent functioning of
such a system. Considering the application of the
structure of the neural network, one of the areas of
training is the adjustment of weights (the degree of
importance of a particular attribute) for REE.

There is no universal learning algorithm suitable
for all ANN architectures. Only a set of tools is
known, represented by a variety of training algo-
rithms, each of which has its own advantages. Learn-
ing algorithms differ from each other in the way they
adjust the synaptic weights of neurons. Another dis-
tinguishing characteristic is the way the trained neu-
ral network is connected with the outside world. In
this context, one speaks of a learning paradigm asso-
ciated with a model of the environment in which this
ANN operates. The ANN receives stimuli from the
external environment as determined by the compo-
nents of tSp;, Xy;, 1ZIB}. Following the resultant
change in ANN parameters, it responds to excitation
in a different way.

Currently, five main training models can be iden-
tified in relation to an ANN:

— based on error correction;

— using memory;

— Hebbian learning;

— competitive training;

— Boltzmann method.

Training based on error correction implements
the optimal filtering method, while memory-based
learning involves the explicit use of training data.
The Hebb method and competitive approach to learn-
ing are based on neurobiological principles, whereas
the Boltzmann method is organised according to the
concepts of statistical mechanics.

The implementation of training algorithms re-
quires the availability of reliable information about
the type (class) of recognition objects following their
detection and identification.

In the case of the formation of the CIS on the
state of the air environment by collecting and pro-
cessing information obtained by various sources (in-
cluding their own unified radar systems for the Min-
istry of Defence, the Federal Air Transport Agency
and other ministries and departments), considering
the availability of access to this space for various
users taking into account the delimitation of their
respective authorities in the course of solving their
tasks, this information can be obtained directly from
automation means (including the unified air traffic
management system (UATMS)), as well as from op-
erators who have undergone special training.

If there is confirmation of the correctness of the
solution, the databases can be replenished; and in
some cases, following recognition, it may be advanta-
geous to form new databases. The weighting of indi-
vidual characteristics can be adjusted at the stage of
operationalising the equipment in specific positions.

Thus, when implementing recognition equipment
using a deep ANN (containing several multilayer
filters), the concept of a reference portrait of an ob-
ject acquires a broader meaning. In this case, the ref-
erence portrait should not only include a set of de-
scriptions of signs Xy, but also consider the imple-

mented algorithm R, which is included in the set of
decision rules on the class of the radar target H .

According to the guidelines of the Ministry of
Defence of the Russian Federation, training of REE
in service is a controversial task. On the one hand,
the manufacturer implements specific algorithms by
providing the specified characteristics of the means,
on the other hand — these algorithms can be corrected
in the process of operation. Without additional
measures, adjustments can in some cases reduce
quality, so there is a need to separate mission and
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training processes. To this end, additional elements
can be included in the REE to ensure the independ-
ence of the training process.

With regard to the ANN, the recognition algo-
rithms it implements may differ in the weighting co-
efficients of relations with associative and reacting
elements. Weightings can be represented by a matrix
My, in the technical implementation stored in

memory. Although decisions can be made about the
need to correct individual elements of the matrix dur-
ing the learning process, the final decision on chang-
ing these values needs to be made only after accumu-
lating sufficient statistics. For this, an additional ma-
trix of weight coefficients M5, in the initial state is

completely identical to M, the values of the ele-

ments of which are changed during the training pro-
cess as part of the system. After determining the ade-
quacy of the changed values, the matrix M; changes.

This process is carried out by a weighting manage-
ment device. It is also necessary to define and regu-
late the parameters of this procedure.

Results. A block diagram of a recognition de-
vice using a deep ANN with an additional matrix of
weight coefficients for the implementation of train-
ing tasks is presented in Fig. 1. The matching unit as
a part of the radar information processing path pro-
vides normalisation in the group of signals contain-
ing one attribute from the general population Xy,

for further processing in order to form a solution A.

In other words, the matching unit together with the
primary information processing (PIP) and secondary
information processing (SIP) equipment solves the
problem of clustering [15].

In processes involving learning with recognition,
4 main areas can be distinguished:

1. Initial training (recording portraits at the stage
of system creation either from an experimentally ob-
tained database or during the process of simulation
using information technology).

2. Formation of the portrait base during the func-
tioning of the system upon confirmation of the recogni-
tion results in a relatively simple signal environment.

3. The replenishment of the portrait base during
the functioning of the system upon confirmation of
the recognition results in a relatively simple signal
environment.

4. Correction of portraits for a specific position,
taking the characteristics of the positional area into
account.

| -
Antenna (| PIP - SIp
system : :

- o

X11‘ ...*XIN X2¢ ¢ X1¢ ¢
Matching unit
M,
Weighting management

device

Fig. 1. Block diagram of a recognition device using a deep
neural network with an additional matrix of weights
for the implementation of training tasks

There are several steps to be taken to provide ini-
tial training [16]. At the first, the digital examples
obtained by modelling the phono-target environment
or by digitising suitable real fragments are used as
training ones. Data is stored on the hard drive of the
computer. The experts are involved to assess the ade-
quacy of the impacts received at the input of the sys-
tem. At this stage, the development of algorithms in
pseudo-real time occurs.

The second stage differs from the first in that ana-
logue input signals are used — the same fragments, but
stored on other data carriers. Digitisation is performed
directly during operation. Data arrives at a predeter-
mined frequency, processing is performed in real time.

The third stage consisting of final checks and
further training of the system is carried out on the
basis of a real phono-target situation in conditions as
close as possible to the combat ones.

Portraits can be divided into basic (fundamental)
and individual for a specific position. For example,
for REE located in mountainous areas, the results of
measuring target heights during recognition must be
adjusted (taking the position height into account) for
adequate comparison with a portrait containing in-

56 Hcnonb3oBanue anocTepuopHoii nHgopManuu NPy peaau3aunu cucTeM
PaaHOIOKANHOHHOI0 PACIIO3HABAHNSA C IPHMEHEHHEM HelipoceTeBbIX TEXHOJIOT I
Use of Aposteriori Information in the Implementation of Radar Recognition Systems

Using Neural Network Technologies



W3Bectus By30B Poccun. Pagnosnexrponnka. 2019. T. 22, Ne 5. C. 52-60
Journal of the Russian Universities. Radioelectronics. 2019, vol. 22, no. 5, pp. 52-60

Means of
visualization
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Antenna : : N mformfa\tlo_n
system | PIP : SIP Recognition parameter monitoring
R g and management unit
Signal matching and Weight management device
storage unit
Unit for implementation of - - >
s . M M
the recognition algorithm | A

Fig. 2. Radar recognition system with elements providing its training

formation about the ability of the target to climb. It is
recommended that this correction be carried out at
the third stage.

A device for monitoring and controlling recogni-
tion parameters, including means of visualisation and

REE, CAE of CAE (TCJPI)

the FATA FAS and CS /Iﬁ

Recognition parameter | . M_ean§ of

monitoring and visualization and —

management unit mfc:;msl:lon N
b REE
REE
Unit for implementation of the

recognition algorithm

Fig. 3. External communications of radio-electronic
equipment during the training of the recognition system
as part of a grouping

input of information (Fig. 2), provides the implemen-
tation of starting training.

Confirmation of the reliability of the obtained re-
sults is possible when interacting with the REE, the
complex of automation equipment (CAE) of the Fed-
eral Air Transport Agency (FATA) FAS, as well as on
the basis of information received from control cen-
tres and regional UATMS centres.

When operating REE as part of a group, provi-
sion should be made for the possibility of exchanging
portrait bases (without taking the formed terrain fea-
tures into account) between the same type of REE
(Fig. 3).

Ample opportunities for implementing automatic
ANN training algorithms used in recognition are created
when using CIS principles to obtain information con-
cerning the state of the air environment in a radar system
when the elements of the system are interconnected by
an integrated digital telecommunication network.

l Resources of the common information L ——— > ——=—"7)
! space on the state of the air Center of | I
! environment UATMS | [CAE of | | |
e I W PASM | | |
RER ! b I
Integrated digital |
CP (MP ! ligit I
—{CP (MP) CAE |« telecommunication »|MSHM < A(';;T L
| network of IHIS] | —
|
! I
| |
| |
| | i |
| I | |
I ! ' !
L T ___________________ _____: _____ I
|
! Radar Radar] |
I'[| Recognition Recognition :
: device device !
b ___RTE____________ |

Fig. 4. Elements providing learning of the recognition system when working as part of a group
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The principles of the allow reliable information
when training ANN about the types of escorted air-
craft to be obtained by means of interacting Ministry
of Defence of Russia and the Federal Air Transport
Agency information (Fig. 4): software and hardware
air space usage control automation modules (MSHM
of ASUCA) located at the command posts (CPs) of
radio engineering regiments (RERs), software and
hardware information modules of interaction system
(MSHM of IHIS) with automated air traffic control
systems (AATCSs), as well as CAE air space man-
agement planning (PASM) located in UATMS centres.

Such a scheme of interaction can involve territo-
rial centres of joint processing of information
(TCJPI) of radio-technical facilities (RTFs) of radio
engineering regiments (RERs) providing centralised
collection and processing of information about air
environment and management.

At the same time, it should be borne in mind that
such an organisation of interaction (in the interests of
training ANN and building intelligent recognition
systems) will require significant changes in the prin-
ciples of interaction of elements of the radar system.
Consequently, it will be necessary to carry out a re-
view of existing protocols for information and tech-
nical interaction.

Conclusion. Thus, an RRS, which solves the
currently relevant recognition problem, allowing im-
proved situation assessment in a complex phono-
target environment along with an optimisation of
management decisions, can be developed through
training by removing the limitations associated with
REE functional autonomy in relation to solving the
recognition problem. This also leads to an increase in
the number of signs when using neural network tech-
nologies.
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