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Abstract
Introduction. In order to automate data processing in remote observation systems using television and infrared cam-

eras, synthetic aperture panoramic radars, as well as laser and acoustic systems, it is essential to be able to reliably
detect, isolate, select and localise objects of various shapes in images.

Objective. The development of a methodology based on multi-threshold analysis.

Materials and methods. The developed image segmentation and object selection approach having optimal selection
threshold assessment is based on the results of multi-threshold image analysis.

Results. Based on the analysis of a series of standard objects with known shapes hindered by synthetic noise, as well
as representative examples of remotely sensed images of the Earth’s surface, improvements in the characteristics of
both entire image segmentation and selection of particular objects according to several objective criteria were
achieved.

Conclusion. The main advantage of the proposed approach consists in the minimisation of the post-processing shape
modification of the selected objects. Although this is achieved at the cost of the resource-consuming multi-threshold
analysis procedure for each processed image, this can be also partially compensated by the simplicity of the algorithm
and its possible parallel implementation.
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CErMEHTALMA N30BPAXXEHUIA N CENEKL A OBbEKTOB
HA OCHOBE MHOIOMOPOIrOBOW OEPABOTKU

AHHOTaUMS.

BeedeHue. 300a4u 06HapyxeHUS, 8bl0eNeHUs, CeneKYUU U 0KOAU3ayUU 06beKkmos pasau4dHol gopmsl Ha u3o6pa-
HCEHUSAX HepaspLI8HO CB8A3GHLI C asmomamu3ayueli 06pabomku UHPopMmayuu 8 cucmemax OUCMAHYUOHHO20
Haba00eHUSs, UCnoAL3yoWUe Mefeau3UOHHbIe U UHGPAKPACHbIE KaMePsI, 0630pHble paduoo0Kamopsl ¢ CUHMe3u-
poeaHHoU anepmypod, 103epHseIe U aKycmuyeckue cucmemsl.

Lens pabomel. Paspabomka Memoduku ceameHmayuu u306paxceHull u cenekyuu obbeKmMo8 Ha HUX HA OCHOose
MHO20n0po20o8oli 0bpabomku.

Mamepuanel u Memoosl. [pedsnoxeH Nodxo0 K ceaMeHmMayuu UlobpadeHuUl U cenekyuu 06beKmMoa Ha HUX, 0CHOBAHHbIU
Ha 8bI60pe ONMUMGALHO20 CeIeKMUpPYoWe20 Nopo2a € UCNOL308AHUEM anOCMEPUOPHOU UHPopMayuU O peyasmamax
MHO020N0pP02080U 06pabOMKU U306PaXEHUS.

Pesyaemamel. (1o pesysemamam aHanu3a cepuli ModesbHbIX 06beKmos 3apaHee u3eecmHol GopMel & ycaos8usax 0o-
608/1eHUSA CUHME3UPOBAHHO20 WYMO, O MAKXE penpe3eHmamusHbIX NPUMEPO8 peasibHbIX U306PUMEHUSX, NOAYYeHHbIX
npu OUCMAHYUOHHOM 30HOUPOBAHUU NOBEPXHOCMU 3eM/U, NOKA3AHO, YMo 3a C4em UCN0/16308aHUS Pe3y/bmamoe MHO-
20nopozoeoli 06pabomku yoaemcs yay4uume XapakKmepuCmukU KaK cezMeHmayuu U306pasieHus 8 YesoM, mak u ce-
1eKyuUU 06ekmo8 no psAdy 06LEKMUBHLIX KpUMepues.

3aknaryeHue. K docmouHcmeam npednoxeHH020 nooxooa caedyem OmHeCmu MUHUMU3QUUIO UCKOXEeHUU Gopmebl
cenekmupyemeix 06bekmog 8 xooe 0bpabomku uzobpaxceHus. [liamoli 3a 3mo Aea9emcs pecypcoemMKocme npoye-
dypsl MHO20nN0p02080L 06pabOMKU 0415 KA#O020 AHAAUIUPYEMO20 U30OPaXCeHUs, YmOo omyacmu Moxem 6s6imb
KOMNeHCupo8aHO Npocmomoli aA20pUMMQa U 803MOXCHOCMbIO €20 NapaanensHol peanusayuu.

KnioueBble cnoBa: MHOronoporosasi 06paboTka, cerMeHTaums N306paxeHnr, cenekums ob6bekToB, MeToj
H61HaPHOrO NHTErpUPOBaHUS, BEPOSITHOCTHLIE MOZENN
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Introduction. The detection, isolation, selection
and localisation of variously shaped objects repre-
sented in images is an essential function for a variety
of applications. Computer imaging systems utilising
television and infrared cameras, synthetic aperture
radar (SAR) surveillance systems, as well as laser
and acoustic remote sensing systems, are prominent
examples of such applications. Such methods permit
the solution of problems including object identifica-
tion, tracking and matching as well as combining in-
formation from images obtained from different
sources [1].

Under contemporary business conditions, classi-
fication research in the area of terrestrial and aquatic
environments is widely carried out using remote
sensing systems. The main aim of the processing of
acquired data is the extraction of information from
the image and transformation of the content into
knowledge. The images obtained by the remote sens-
ing systems must be automatically converted into
structured information capable of being used in com-
bination with other data, typically within the frame-
work of the widely used Geographical Information
System (GIS) [2], [3].

Generally, the objects of interest are more com-
pact and exhibit more regular structure in compari-
son with the background. Variety and instability of
object shapes and textures, as well as intense non-
stationary background determines processing com-
plexity. Low signal-to-background ratios usually
characterise the areas of the object of interest. In ad-
dition, the registered digital image may be of low
quality, as well as possessing a small number of
guantisation levels, non-stationary characteristics and
fuzzy object structure boundaries, for example, natu-
ral and artificial structures (rivers, roads, bridges,
buildings). A random background of such systems
differs from Gaussian noise; probability densities are
considerably asymmetric, while their asymptotic
forms are characterised by either lognormal or con-
taminated-normal tails. It is difficult to perform a
unique identification of such densities in the case of
discrete sampling.

The background could also contain elements that
are structurally similar to the signals. Such back-
ground characteristics make the application of most
known adaptive threshold-based processing methods
inefficient due to the absence of representative ho-
mogeneous areas that could be used for threshold es-
timation. An incorrect threshold identification can
lead to a loss of the useful objects at the first stage.
Other problems include low quality of the sensed im-
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ages, as well as the presence of blurs, fuzzy bounda-
ries; moreover, SAR images suffer from serious in-
ternal speckle noise [4].

The necessity of integrating data from various
sources within specialised GIS frames into modern
remote sensing systems leads to the importance of a
translation of initial raster images to structured (ob-
jected or featured) image representation

Traditional segmentation schemes use character-
istics extracted from the raw images, which indirect-
ly take the properties of the object of interest into ac-
count. In particular, properties of the raw image his-
tograms are widely used in combination with bound-
ary properties. On the other hand, results of the fol-
lowing selection of the objects of interest are rarely
used for segmentation [5]-[13]. It should be noted
that, according to the classic definition, the image
segmentation assumes the assignment of each pixel
to a unique object. However, in a more general sce-
nario, objects may overlap, leading to the assignment
of some pixels to several objects simultaneously.

Typically, the homogeneity of some parameter
could be used as a feature for the segmentation of the
image into separate objects with total intensity or in-
tensity in a single colour channel being prominent
examples. Such areal methods are generally based on
the assumption that neighbouring pixels within the
same isolated area exhibit close values of the classi-
fying parameter, for example, intensity [5].

There is currently a wide variety of object seg-
mentation methods for various applications of image
analysis, not only in the remote sensing systems but
also in other data analysis systems, for example, mi-
croscopic and biomedical visualisation [14], [15].

For a detailed review of modern image segmenta-
tion methods, we refer to [5] where four categories are
distinguished based on the key elements used for seg-
mentation: 1) pixels; 2) boundaries; 3) areas; 4) other.
The first category includes the method of threshold
processing and clustering, while the second uses
boundary detectors. The third category comprises the
watershed method, splitting and merging, levels sets
and active contours. Finally, the fourth category is
associated with the use of special techniques such as
wavelets, neural networks and fuzzy sets.

The wide variety of available methods creates a
problem of selecting the best algorithm for solving a
given task under the condition of a priori uncertain-
ty. This problem also complicates the reproducibility
of results considering the number of the free input
parameters, which are typically set by the user ac-
cording to subjective criteria.
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Each method has its own mechanism for incor-
porating prior information about the objects of inter-
est. For example, the method based on area proper-
ties, the Fractal Net Evolution Approach (FNEA) and
graph methods predominate in the creation of compact
support areas of the employed object scales. The graph
method is represented by four algorithms: Best Merge
(BM), Minimum Spanning Tree (MST), Minimum
Mean Cut (MMC) and Normalised Cut (NC) [5].

There are two main approaches for the formation
of the object areas. One of these (the bottom-up ap-
proach) is based on the merging of small objects into
larger ones according to the homogeneity of their
properties (BM and MST). Another method (the top-
down approach), in contrast, considers the initial im-
age as an initial segment with its following fragmen-
tation into separate parts based on their heterogeneity
(MNC, NC).

Mentioned approaches are functional for the
segmentation of the images obtained by the remote
sensing systems (laser radars, SAR, multi- and hy-
perspectral, panchronic, etc.). However, there are
important disadvantages. First of all, solutions for the
appropriate procedures often exhibit high complexity
since they require an optimisation problem to be
solved, while a high processing rate is a typical re-
quirement due to high quantity of reconstructed ob-
jects. In addition, the results obtained by the above-
mentioned methods essentially depend on the choice
of the initial points for a solution sequence, often
leading to the dependence of the result on a change
in the initial conditions.

One approach to reducing the influence of these
factors and thus overcoming their disadvantages is to
consider the specific features of the objects to be se-
lected, e.g. by introducing a separate learning stage,
as well as by combining various methods [8]-[10].
All considered methods are based on the organisation
of the image pixels into multiscale, hierarchic struc-
tures, which permit the selection of objects using
various criteria. The task is to make this structure
more explicit and simplify its application.

Therefore, the traditional segmentation schemes
use the characteristics distinguished from the initial
images, taking the properties of the object of interest
into account indirectly. In particular, the following im-
age properties, which depend on the principles of im-
age formation, are widely used: initial image histo-
grams, properties of the segmentation area boundaries
(intensity variation) and contours of separated objects.
On the other hand, the results of the following object
selection processes are rarely used for segmentation.

The multi-threshold processing. In this paper
the segmentation methods using a multi-threshold
processing are considered. Such processing trans-
forms the initial monochrome image into a set of bi-
nary (layers). In the case of sufficiently high number
of thresholds it is possible to neglect the information
loss. At the same time, processing of the binary im-
ages is easier and faster than multilayered images.

By merging the binary layers, the area occupied
by each object would decrease with increasing the
threshold level that should be taken into account. As
a result, three-dimensional hierarchic structure, in
which each object occupies some volume, is created.
In some cases, a single pixel from the image could be
assigned to several objects. Further selection is car-
ried out using various geometric criteria. Object se-
lection results for each threshold value could be used
for an adaptation of the threshold levels and for the
final segmentation of the image.

Various applications of the multi-threshold pro-
cessing aimed to the image segmentation are consid-
ered in the numerous papers (see, for example, [1],
[9]-[13]). In general, the multi-threshold segmenta-
tion is based on the properties of the initial image in-
tensity histogram. In the most cases, the last step is
the choice of the unique (global) optimal threshold
value, whereas it is often necessary to set the local
thresholds for each object separately. At the same
time, the properties of the objects of interest and the
results of their selection are not considered.

It is necessary to describe the expected results in
order to implement the selection. The main assump-
tions here are the coupling of the pixels in the area of
the object of interest and the isolation of one object
from the others. As a rule, other than the typical di-
mensions and various assumptions concerning its ar-
ea, perimeter, shape and orientation, information
about the object is lacking.

An alternative approach is to select and define
the optimal threshold value according to the criterion
of maximum of the object count histogram and / or
the total area occupied by the objects, which is
brought into the required area range according to the
preliminary object selection for many threshold test
values. This approach has been proposed in papers
[14], [15] for the selection of small-scale objects. It
is effective in the presence of multiple objects having
similar characteristics within the analysed image and
when the choice of the best threshold is based on suf-
ficient statistical information. In contrast, when iden-
tifying small samples, it is preferable to carry out a
histogram analysis of the total area.
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Fig. 1. Algorithm of selection of objects by area

The development of this idea is connected to the
shape-based object selection approach. In cases when
the above method does not allow the best threshold to
be selected, the easiest way is to choose one of the local
histogram extremes. An additional geometric parameter
— for example, the ratio of the perimeter square to its ar-
ea or the ratio of the ellipse main axis square to its area
— is then used as the additional criterion. The proposed
method may be used for the selection of specific types
of cells in microscopic images or biological material
sections [16], [17].

The further development of the described approach
presented in this paper includes an estimation of the ge-
ometrical parameters of the objects on all binary images
following multi-threshold processing and selection us-
ing a specified geometrical parameter. The optimal
threshold value is selected using the extremum of the
estimated parameter.

Let us consider the method of object selection ac-
cording to its area. The applied method is analysed in
detail according to the test images and on the images
registered by the remote sensing systems.

Obiject selection by area. In the case of applica-
tion of this type of selection, the coupling of neigh-
bouring pixels on binary image I+ is considered as

the primary property that distinguishes the object of
interest from the noise background. First, let us con-
sider the analysis approach based on global threshold
selection.

Fig. 1 shows the structure of the areal object se-
lection algorithm. A filter F performs preliminary
smoothing of the input image for the elimination of
high frequency noise. Quantifiers form M binary lay-

ers, obtained using the thresholds T, m=1 M,
and analysed by a set of k channels. Each channel is
tuned to the range of isolated objects areas Sy,
k=1, K, which includes a preselector of these ob-
jects and a counter that enumerates the number of the
28

defined objects as well as the pixels assigned to the
object. As a result of the adaptation, the threshold

values ka are selected for each channel, i.e. that

unique binary layer in which the objects with speci-
fied areas can be most accurately selected. The result
containing the maximum of the pixels assigned to the
objects is chosen amongst the obtained channel re-
sults. The channel number and the threshold value
are then transmitted to the output selector that in turn
performs the final selection according to the selected
parameters.

Fig. 2 shows a noisy monochrome test image
with dimensions of 256x256 pixels. The image
contains rectangular objects with dimensions 20x8,
20x16, 20x32 and 20x64 pixels with the area of
the smallest one 160 pixels.

Let us introduce the concept of a contrast signal-
to-noise ratio for characterisation of the difference
between objects and background. The contrast is de-
fined as the difference between the average intensity

Fig. 2. Test monochrome noisy image
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of the pixels assigned to the object and to the back- Assignment of the neighbouring background
ground, respectively: K= Eobj — |§g_ Then the con-  pPixels to the objects is observed with a decrease in
the threshold (Fig. 3, c). This leads to the formation
of "branches" and their further expansion, with
neighbouring objects merging and forming conglom-
erates. In this case, it is possible that the number of
- > useful objects might decrease. Additionally, some
to By =110, Bypj =145, o =30. false objects, with areas comparable to those of the
Fig. 3 shows the results of the single-threshold se-  objects of interest, can be observed. The dependence
lection of the coupled objects following elimination of ~ of the numbers of the selected objects on the thresh-
the small objects for three different threshold levels:  old value is shown in Fig. 3, b.
high T =130 (a), middle T =123 (c), and low thresh- There are two types of distortion depicted in
oldsT =109 (d). The areas of the selected objects are ~ Fig. 3: the loss of the pixels in the object area and the
denoted by pseudocok)urs_ The areas of the objects (the addition of extra pierS attached to their boundaries.

count of pixels assigned to it) in Fig. 3, a, ¢, d is shown ~ Objects of interest lose some pixels when the thresh-
by the pseudocolours (grayscale). old value is hlgh, which is necessary in order to re-

duce the number of false objects. In the case of low

trast signal-to-noise ratio is d=K/o, where o is the
root-mean-square deviation of the noise. Objects on
the test image on Fig. 2 have a low signal-to-noise
ratio d=1163 in each signal pixel that corresponds

0 64 128 192 g Noy
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15—
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10—
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5 -
y 0 | | | |
T =130 80 100 120 140 160 180 T
a b
64 128 192 X
0 , Sobj Sobj
64 1149— 2100—
128 766 — 1400~
192 383 700
y h 1 1
T =123 T =109
c d

Fig. 3. Single-threshold selection of connected rectangular objects
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signal-to-noise ratio, the boundaries of the useful ob-
jects are sufficiently deformed. The boundaries often
exhibit fractured shapes. This leads to a noticeable
increase in the perimeter of these coupled fragments.

The optimal threshold must provide acceptable
preservation of the a priori known shapes of the use-
ful objects. In particular, it is possible to require ap-
proximate parity of the quantity of pixels that are lost
within the object with the quantity of the pixels that
are assigned to its boundaries. In this case, the opti-
mal threshold does not correspond to the maximum
number of selected objects in the specified area, but
is shifted to higher values. Fig. 3 indicates that the
condition of approximate parity of lost and assigned
pixel quantities is satisfied at T=130 (Fig. 3, a);
however, the maximum quantity of the objects is
achieved at T=109 (Fig. 3, d).

Considering a less favourable case, when the in-
tensity values of the image pixels are mutually inde-
pendent, it is possible to calculate the effectiveness
of the object detection in the specified area S, which
includes n pixels, in approximation of uniform
background. If the binarisation threshold is high
enough, then it is possible to ignore the small quanti-
ty of background pixels attached to the object bound-
aries. Thus, the object of interest could be selected
against a noisy background by the fixation of k
threshold exceedances from n available in the area S,
and comparison of k statistics with the counting
threshold m (the binary integration method) [17].

The binary integration method is based on the
summation of the number of threshold exceedances
within a sliding window of given size. The statistics
of k is distributed in accordance with the binominal
law within each position of the sliding window. The
probability of achieving or exceeding of the thresh-
old ky according to the statistics of k is given by the

well-known formula:

P(k>kp)= i ckoka-p)"™*, @

k=m
where Ch — the binominal coefficients; p — the prob-
ability of exceedance in each pixel. In the noise area
p=pg, as well as in the object area p = py, itis as-
sumed that p; > pg. Since the binominal distribution

could be approximated by the Gauss distribution, it is
possible to introduce a deflection for the decision sta-
tistics

dk =n(py- Po)/\[Po (- Po)
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as the ratio of the statistical expectation value of in-
tensity within the object to the root-mean-square val-
ue of the noise. In the case of binary integration, the
statistics of k has statistical expectation value

m=np and variance c° = np(1— p). Therefore, the

statistical expectation is changed within the object
area along with the variance of the decision statistics.

During the selection process, it is possible to de-
crease the probability py and, consequently, de-

crease the binary threshold for achieving the previ-
ous false alarm probability. With an increase in the
values of p; within the object area, the processing

efficiency also increases. However, since only cou-
pled objects are selected and their quantity is suffi-
ciently lower than the number of k-combinations of n
elements, the statistics of k does not follow the bi-
nominal distribution.

By the same idea as in the case of the binary in-
tegration, the probability of achieving or exceeding
threshold ky by the statistics of k could be written as

n
Pk=kr)= Y BKp*(1-p)",
k:kT

where Br'§ are the coefficients denoting the number

of the coupled objects consisting of k pixels in the
area of n pixels. By now, the values of these coeffi-
cients are obtained only for a one-dimensional model
and rather small numbers of objects n <9 [18].
Comparative analysis of the methods. Accord-
ing to Formula (1), the probability calculation is not
sufficiently complex to derive the precise value of the
decision threshold. However, this could instead be
achieved iteratively by means of an adaptive algo-
rithm. The selection of the objects by their areas with
respect to the object shape deformations limits is used
for the adaptive adjustment of the threshold. Here, the
control of the shape of the objects and their boundaries
could be achieved using various formalised properties;
among these, the area compactness [1]

Py = PZ/(4TES), should be highlighted, where P is the

object perimeter, while Sis its area.

Fig. 4 shows the simulation results. The test image
(Fig. 4, a), which contains 49 square objects having
an area of 16x16 px, is hindered by the additive
Gaussian noise. Figure 4, b shows the dependence of
the number of the selected objects on the threshold
value. The results of the selection by the object area
are represented in Fig. 4, ¢ (Spin =120 pix.), while

the results of the object selection by the binary inte-
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Fig. 4. The results of modeling the selection of objects

gration method are shown in Fig. 4, d. The contrast
signal-to-noise ratio in each pixel is d =1163. In the
case of the selection of an object by area, acceptable
deformation of the object boundaries is achieved at
the threshold values higher than T =135. At lower
threshold values, the shapes of the objects are suffi-
ciently deformed by the additive noise, including de-
struction of the boundaries. As is seen in Fig 4, d, the
binary integration method is optimal for the im-
provement of the noise-robustness, while leading to
inevitable object deformations; nevertheless, the pro-
posed method acceptably reconstructs the shapes of
the objects of interest.

Fig. 5 shows the results of the selection of ob-
jects by their areas in a sample frame of a television
aerial image (a), the dependence of the number of
coupled objects on the threshold value (b), as well as
the results of the selection of objects by their areas at
various threshold values: T=94 (Fig. 4, ¢), 128

(Fig. 4, d), 145 (Fig. 4, e), and 154 (Fig. 4, f). The
quantity of the defined objects is Nop; =40, 33, 31

and 28, respectively. Pseudocolours (grayscale) de-
note the object areas. Fig. 5, ¢ corresponds to the
maximum number of the selected coupled objects.

Increase of the threshold allows the object resolu-
tion to be increased (Fig. 5, d), but at the same time
fewer intensive objects disappear. If the objects are iso-
lated, then each of them is localised following selection,
i.e. the coordinates of their centres, as well as other
shape and texture parameters, are evaluated.

The disadvantage of the selection of objects by their
areas is the requirement that their area parameters be
specified in absolute values (pixels), which is complicat-
ed in the case of variable image scales. This method per-
forms poorly when the background is non-homogeneous,
leading to false detections of objects with similar areas to
those of the objects of interest (Fig. 5, ¢ and d).
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Fig. 5. Selection of objects by ar ea on the frame of the television aerial image

Conclusion. An approach based on preliminary mul-  isolated objects in binary layers with further adjust-
ti-threshold image processing and the selection of  ment of the optimal threshold based on the selection
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results is proposed. By using the threshold adjusted
according to the results of the selection, it is possible
to improve the characteristics of the entire image se-
lection procedure as well as the selection of objects
using various criteria such as the preservation of the

shapes of objects using the a posteriori information.
The cost for this is the high computational complexity
of the multi-threshold processing, which could be par-
tially compensated by the simplicity of the algorithm
and the possibility for its parallel implementation.
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